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CG method in a nutshell I
Cayley-Hamilton tells us:

pn
c (A) = A0 + α0A + . . . αn−1An = 0 ∈ Rn×n

⇔ A−1 = −α0I− α2A− . . .− αn−1An−1 =: pn−1(A)

The “path” from x0 to the solution x∗ can be decomposed into a
finite number of “segments”

x∗ − x0 = A−1(b − Ax0) = pn−1(A)r0

or more generally

x∗ − x0 ∈ span{r0,Ar0, . . . ,An−1r0} = Kn(A, r0)

(Krylov space of dimension n)

Solution of Ax = b ⇔ finding a favorable basis in Kn(A, r0), step
sizes αk = coefficients in this basis



CG method in a nutshell II
Idea:
Build basis iteratively by A-orthogonalization of residuals rk !

Updating the descent direction:

1. actual A-orthogonal basis Bk−1 = {p0, . . . ,pk−1}
2. pk = −rk and hence Bk = {p0, . . . ,pk−1,−rk}
3. Gram-Schmidt:

pk = −rk +
k−1∑
i=0

r>k Api︸ ︷︷ ︸
βi+1

pi

Trick: Pre-multiply by p>k−1A so that

0 =: −p>k−1Ark + βkp>k−1Apk−1

from which βk is obtained easily.



Exercises

1. Given a vector v = (0, 1, 0)>. Calculate a vector v⊥ which is
A-orthogonal to v with respect to

A =

 4 1 1
1 2 1
1 1 3

 .



Exercises

2. Consider the matrix

A =

 1 0 1
0 2 0
1 0 1

 .

(i) Find a basis in which A has diagonal form to show that it fails
to be positive definite.

(ii) Construct a matrix E such that A + E has only strictly
positive eigenvalues.



Exercises

3. Given the function, f : R3 7→ R,

f (x1, x2, x3) = exp(x1x2) +
x2

2
x3 − 1

a point x = (0, 2, 3)> ∈ R3 and a direction
p = (−1, 1,−1)> ∈ R3.
(i) Construct the computational graph of f .
(ii) Evaluate f (x) recording all intermediate values in the graph.
(iii) Calculate ∇f (x) by AD in reverse mode and ∇f (x)>p in

forward mode.



Convex functions revisited

I f : Rn ⊇ Ω 7→ R convex if Ω is convex and

f (λx + (1− λ)y) ≤ λf (x) + (1− λ)f (y)

for all x, y ∈ Ω and λ ∈ [0, 1]

I f strictly convex if above inequality is strict

I f concave ⇔ −f convex



Conditions for convexity

I first-order condition (f ∈ C1 and Ω convex):

f (y) ≥ f (x) +∇f (x)>(y − x)

I second-order condition (f ∈ C2 and Ω convex):

∇2f ≥ 0



Convexity preserving operations

1. restriction to affine spaces: f : Rn 7→ R convex iff

g(t) := f (x0 + tv)

convex in t for any x0 ∈ Ω, v ∈ Rn

2. affine transformations: if f (x) is convex so is f (Ax + t) for
any A ∈ Rn×n and t ∈ Rn

3. scaling: αf convex if f convex and α ∈ R≥0

4. sum: f1, f2 convex ⇒ f1 + f2 convex

5. pointwise maximum: f1, . . . , fm convex ⇒
f (x) = max{f1(x), . . . , fm(x)} convex

6. composition: g convex, h convex and non-decreasing ⇒
f = h ◦ g(x) convex



Exercises

4.
(i) Show that f (x) = exp(−x) is convex but f (x) = exp(−x2) is

not.
(ii) Proof statements 3. and 4. from above.


